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Knowledge graphs & large language models 
are great for analyzing text data…
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Presenter Notes
Presentation Notes
Knowledge graphs and large language models are useful for analyzing text data, but their role in intelligence workflows and impact on sensemaking are still unclear.
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Open questions
1. Where to put LLMs & KGs in analysis tools?

2. How will LLMs & KGs affect sensemaking?

Presenter Notes
Presentation Notes
To study these gaps, we created a workflow that integrates knowledge graphs and LLMs into a visual text analysis tool and measured its impact on sensemaking.



Intro  |  Motivation

3Introduction    Formative work    System: VisPile    Evaluation    Discussion

New tech can help with analyzing hundreds of documents:
• Large language models (LLMs) are good at summarizing text, open-

ended question-answering, extracting entities, etc.

• Knowledge graphs (KG) provide facts & relationships between entities 
in text + suggest new sources of information to explore

• Visual analytics encourages using interactive interfaces to perform 
exploration, sensemaking, and decision-making tasks

What are the opportunities for combining LLMs, KGs, and 
visual analytics to support intelligence analysis?

Presenter Notes
Presentation Notes
Analysts have to read and synthesize more documents a day than ever before. To help them synthesize so much text, we saw an opportunity to combine several new technologies:
LLMs for summarization, question-answering, and other text analysis tasks
knowledge graphs for linking facts and suggesting related sources
and visual analytics for interactive document exploration and decision-making. So, we asked: 
how can integrating LLMs, KGs, and visual analytics enhance intelligence analysis?



Intro  |  Research questions
1. Where to put LLMs & KGs in analysis tools?

2. How will LLMs & KGs affect sensemaking?
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Pirolli and Card, 2005. The sensemaking process and leverage points for analyst 
technology as identified through cognitive task analysis.

Presenter Notes
Presentation Notes
We broke down this idea into two research questions…
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Pirolli and Card, 2005. The sensemaking process and leverage points for analyst 
technology as identified through cognitive task analysis.

Presenter Notes
Presentation Notes
(1) Where do we incorporate LLMs & KGs in analysis tools? It’s unclear which LLM & KG tasks are relevant and should be supported in an interface for document analysis…
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Pirolli and Card, 2005. The sensemaking process and leverage points for analyst 
technology as identified through cognitive task analysis.

Presenter Notes
Presentation Notes
and (2) once LLMs & KGs are in analysis tools, how will they affect sensemaking? Several issues could affect the sensemaking loop, including cognitive biases, time pressures, and mistrust in AI-generated data



1. Analyze documents
2. Summarize events
3. Extract entities
4. Classify topics
5. Generate questions
6. List tasks
7. Explain concepts
8. Answer questions

Formative work  |  Co-design with analysts
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We synthesized four user challenges and tasks:
C1 – Finding relevant documents

• Enable semantic search over documents using LLMs, Suggest related documents

C2 – Analyzing groups of documents
• Map 8 different analysis tasks to LLM prompts + allow custom prompts!

C3 – Validating LLM & KG data
• Extract KG entities from text, Link LLM response to related sources

C4 – Tracking facts & insights
• Bookmark LLM responses + KG facts, Trace KG facts to source docs

Presenter Notes
Presentation Notes
Working directly with LAS analysts, we identified four main challenges and several user tasks that a visual analytics interface should support:
First, to find relevant documents, integrating LLMs for semantic search and suggesting related documents
Second, to analyze groups of documents, supporting 8 document analysis tasks powered by LLMs, including summarization, topic classification, and question-answering
Third, to validate LLM & KG data, extracting and linking KG entities and linking LLM responses to potential sources
Fourth, to track facts and insights, bookmarking LLM responses and tracing KG facts back to their origin



Formative work  |  Co-design with analysts
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A new document piling workflow:
C1 – Finding relevant documents

C2 – Analyzing groups of documents

C3 – Validating LLM & KG data

C4 – Tracking facts & insights

Presenter Notes
Presentation Notes
How should we combine all these tasks in a visual analytics interface? 
We leveraged the concept of grouping documents into piles as inspiration. We envisioned a new workflow where analysts would interactively transition between creating document piles, running queries over the piles, and validating the results of these queries, all using LLMs and KGs
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Presenter Notes
Presentation Notes
We then implemented our workflow in a prototype visual analytics interface called VisPile!
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Presenter Notes
Presentation Notes
Based on our formative work, LLMs and KGs are incorporated in several places inside VisPile, helping analysts find relevant sources, drag the documents into visual piles, analyze piles using LLM and KG tasks, and validate information generated by the LLM and KG. Let’s take a look at what VisPile can do!
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Presenter Notes
Presentation Notes
.






Evaluation  |  User study
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Study design
• N: 17 participants  |  Task: identify relationships across 845 text documents

• Measures: clicks + time spent + think-aloud feedback  |  Analysis: mixed-methods

Interactions
• 1 – 7 piles created (2-3 piles on average), 

ranging in size from 1 to 64 documents, 
with most b/w 10 & 16 docs in a pile

• Many participants stuck with one task 
throughout, a few combined them

• Many cited the LLM results “verbatim” 
without fact-checking!

Presenter Notes
Presentation Notes
To study the impact of LLMs and KGs on sensemaking, we conducted a user study with 17 participants who used VisPile to identify relationships across 845 documents. 
The most common tasks were “analyze documents,” “summarize events,” and “answer questions,” applied on average between 2-3 piles containing between 10-16 documents each. Most participants favored one main task aligned with their sensemaking approach. Interestingly, many users often cited LLM results verbatim without fact-checking!



Evaluation  |  User study
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Subsequence patterns

Common activity sequences

95% confidence interval of time spent

Minutes elapsed

Presenter Notes
Presentation Notes
We also looked at participants’ time spent on different activities. We observed a common workflow: searching for documents, piling them, running LLM queries, then validating responses. This wasn’t the only one: some participants focused more on searching, reading and piling documents, while others prioritized LLM tasks and KG fact-checking. Interestingly, only half of our participants used the knowledge graph! They used it to either find new documents to put in piles, or to validate LLM-generated relationships.



Evaluation  |  User study
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Analysis process
• Several participants “reused” piles, performed follow-up prompts to (1) get more 

information or (2) “try again” to beat hallucinations

• A mix of validation strategies – (1) Link sentences to source documents; (2) Extract KG 
entities to confirm fact exists in other docs; (3) Suggest documents to complete search

Trusting and understanding AI
• Tension between analysis and validation – some participants “blindly trusted” LLM results, 

others spent additional time “vetting” LLM & KG before even starting analysis

• Interface encouraged validation in some places; in others it wasn’t clear if it was needed

• Some preferred bigger piles to “catch everything”; some preferred smaller to ensure they 
“know where the results are coming from” 

Presenter Notes
Presentation Notes
We further coded participants' think-aloud feedback to categorize their analysis process. One major pattern was "reusing" piles, either for follow-up queries or to overcome LLM hallucinations. Participants also used diverse validation strategies, such as linking sentences to trace LLM responses. One particularly interesting one was suggesting documents to add to piles until no more relevant sources appeared. These users felt this helped ensure they didn't miss any additional information related to their analysis!
Our coding revealed a major theme around VisPile's role in supporting user trust and understanding of AI. There was tension in spending time analyzing and validating data where several challenges emerged. For some, determining when to validate depended on the task. For others, pile size drove sensemaking strategies; some felt larger piles increased the chance of finding evidence, while others kept to smaller piles to increase the chance of clarity on each response’s source.



Evaluation  |  Expert analyst feedback
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We asked 6 LAS analysts to give formative feedback after a 1-
hour session using VisPile to analyze documents

• Feedback was overall positive! 

• Summarization was by far most popular task; most analysts “trusted it”. Those that knew 
what semantic search was liked the “RAG” approach…

• Every analyst requested additional validation checks on LLM- and KG-generated results

• Some felt the LLM could do a better job at finding information, while others were inherently 
distrustful. Most did not want LLM to “synthesize”, only “search” & “extract”

• Similar split in preferred pile size; some wanted to use LLMs on large piles to narrow search, while others 
preferred to search first before involving LLMs

• More distrust of KG overall; hard to trace source of KG facts + unclear what relationship 
between document piles and KG was…

Presenter Notes
Presentation Notes
We also conducted formative feedback sessions with 6 LAS analysts, asking them to use VisPile to explore a document dataset and share impressions. 
Analysts generally liked VisPile! 
Summarization was by far the most popular task. Semantic search was split; those already familiar with the method liked the "RAG" approach, while others found it confusing. 
Preferences were split on LLMs for information retrieval: some trusted them to capture more information in searches, while others preferred controlling the search space to just a few documents hand-picked first. 
Notably, analysts rarely used the KG feature, citing distrust in KG results due to a lack of traceability and unclear links to the piled documents.



Discussion  |  Revisiting our questions
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Guidelines for putting LLMs & KGs into visual text analysis

1. Where to put LLMs & KGs in analysis tools?
• Support a few tasks with tight integration b/w LLM & KG results

• Let analysts combine tasks and edit prompts to encourage exploration

• Run validation automatically without user input to improve confidence

2. How will LLMs & KGs affect sensemaking?
• Make it obvious when/where users should check their results

• Prioritize allowing follow-up operations to support lines of inquiry

Presenter Notes
Presentation Notes
How does this work address our open research questions?
In terms of integrating LLMs & KGs: Certain tasks like semantic search, summarization, and finding relationships were core to many workflows. Tools should support these fully while allowing task-switching with less supported tasks to foster exploration. Some tasks might benefit from automated validation, increasing users' confidence in the results.
In terms of supporting sensemaking: Our interface often lacked support for users to verify analysis results, exacerbating trust issues with LLM and KG outputs. Enhanced support for follow-up actions like re-running prompts or splitting piles could help reduce concerns of trust and understanding.
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Try our 
demo!

https://adamcoscia.com/papers/vispile/

Presenter Notes
Presentation Notes
If you enjoyed our work, we have a demo of VisPile that you can try today by visiting the QR link in the video! In the future, we aim to explore more designs for supporting even more tasks and workflows incorporating KGs and LLMs in visual text analysis. Thank you!
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